
The structure of our proposed MENDER. It employs a visual backbone to extract visual features and a word 
embedding to extract textual features. We model the tracklet-prompt correlation instead of the region-

prompt to avoid unnecessary computation caused by no-object tokens.

Type-to-Track: Retrieve Any Object via Prompt-based Tracking

Type-to-Track Paradigm

• New Grounded Multiple Object Tracking dataset named 
GroOT that is more advanced than existing tracking datasets.

• GroOT contains videos with various types of multiple objects 
and detailed textual descriptions of 256K words.

• Five new benchmarking protocols and three new metrics for 
prompt-based visual tracking.

• New framework MENDER as the first efficient approach.

Dataset Overview

Visual Object Tracking Benchmarks

Most existing datasets and benchmarks for object tracking are 
limited in their coverage and diversity of language and visual 
concepts. Additionally, the prompts in the existing Grounded SOT 
benchmarks do not contain variations in covering many objects 
in a single prompt ,  which limits the application of existing 
trackers in practical scenarios.
To address this, we present a new dataset and benchmarking 
metrics to support the emerging trend of the Grounded MOT, 
where the goal is to align language descriptions with fine-
grained regions or objects in videos.

Quantitative Results
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An example of the responsive Type-to-Track. The user provides a video sequence and a prompting request. 
During tracking, the system is able to track the target subjects and iteratively responds to the request.

Comparison of current datasets. # denotes the number of the corresponding item. Bold numbers are the
best number in each sub-block, while highlighted numbers are the best across all sub-blocks.

Statistics of GroOT’s settings.

Example sequences and annotations in our dataset..

Class-agnostic Evaluation Metrics

Our proposed Type-to-Track paradigm is distinct in its focus on 
responsively and conversationally tracking any objects in videos, 
maintaining the temporal motions of multiple objects of interest.

MENDER for MOT by Prompts
https://uark-cviu.github.io

Project page:

https://uark-cviu.github.io

